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Abstract

Is money’s role relevant to describing the post-WWII U.S. macroeconomic
dynamics? Has this relevance changed over time? These questions are answered
using both fixed-coefficient and rolling-window Bayesian estimations of a struc-
tural model of the business cycle with money. Our empirical evidence favors a
specification with drifing parameters for money-consumption nonseparability and
the Federal Reserve’s reaction to nominal money growth. The role of money is
estimated to have been important during the 1970s and declined afterwards. The
omission of money produces severely distorted impulse response functions (rela-
tive to the model with money). Money is found to be important in replicating
the U.S. output volatility during the Great Inflation. These results are shown to
depend on the definition of the monetary aggregate employed in our analysis.
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1 Introduction

This paper asks two questions: i) Is money’s role relevant to describing the U.S. macro-
economic dynamics?! ii) Has this relevance changed over time?

The answer to the first question is shown to depend on the empirical strategy im-
plemented by the econometrician. Fixed-coefficient estimation of a structural new-
Keynesian model with money finds a significant role for portfolio adjustment costs in
the post-WWII U.S. sample. By contrast, no evidence supporting nonseparability and
the Federal Reserve’s reaction to money growth is detected. Alternatively, rolling-
window estimations reveal the role played by nonseparability and money growth in the
Federal Reserve’s policy rule. However, this role appears to be prominent in the 1970s,
but tends to vanish as observations of the 1980s and 1990s are considered in the estima-
tion. We confirm the time-varying nature of money’s role in the U.S. monetary business
cycle via two different exercises. First, impulse response functions conditional on the
Great Inflation period and produced using a model with money are substantially dif-
ferent from those computed with a standard new-Keynesian model without money. By
contrast, an impulse response comparison conditional on the Great Moderation period
reveals no appreciable differences. Second, the instabilities in the estimated parameters
turn out to be of key importance in replicating the fall in inflation and output volatilities
occurred in the 1980s and 1990s. By contrast, fixed-coefficient models are ill-equipped
to describe the Great Moderation. Importantly, we show that the model with money
has an edge (over the standard new-Keynesian framework) in replicating the U.S. out-

put volatility of the 1970s. This result is important, because it supports money as a

"Money’s role’ in this paper refers to the incremental information in money given standard variables.
In standard New Keynesian models, money has a role in the sense that different sequences for the
money stock imply different sequences for the policy rate, thus different paths for output and inflation.
Nevertheless, money may typically have no role in the sense that monetary aggregates provide no
information on output and inflation conditional on interest rates. For a discussion on this distinction,
see Ireland (2004).



relevant variable for the description of the evolution of the U.S. output. We also note
that the relevance of portfolio adjustment costs, which suggest a role for money as a
leading indicator of the real natural interest rate (Andrés, Lépez-Salido, and Nelson
(2009)), is estimated to be fairly stable over time. Moreover, we find evidence in favor
of the time-dependence of other ’structural’ parameters, a notable example being the
degree of habit formation. Such time dependence may be interpreted as time-varying
preferences by American households, or as evidence in favor of breaks due to e.g. finan-
cial innovations. To summarize, our empirical findings i) support the role of money for
the description of the U.S. business cycle, and ii) suggest that such role has varied over
time.

Our results are shown to depend on the measure of money employed in our empirical
exercise. If the monetary base is used (instead of the broader M2 aggregate employed
in our benchmark exercises), the evidence in favor of nonseparability in the 1970s, the
instability of the degree of habit formation, and the superiority of the model with money
in replicating the volatility of output of the 1970s just disappear. This result suggests
that the money multiplier is likely to play a big role in accounting for our results.
Arguably, our estimated ’structural’ parameters are functions of this money multiplier.
Therefore, the instability of the estimated parameters could be due to the time-varying
role played by financial frictions in the United States. Interestingly, when estimating
our DSGE model with M2 and the monetary base jointly, we find results very similar to
those obtained with the employment of M2 only. Therefore, we assign a higher weight
to the set of findings obtained with a broad monetary aggregate.

The motivation of this paper is the following. Modern monetary New-Keynesian
models of the business cycle typically consider money to be a ’sideshow’, i.e. the

equilibrium values of inflation and output are determined without any reference to



the stock of money.? In fact, a variety of recent empirical studies challenge this view.
Single-equation estimations supporting the role of money in explaining inflation and/or
output for the U.S. are provided by Koenig (1990), Meltzer (2001), Nelson (2002), Hafer,
Haslag, and Jones (2007), Reynard (2007), Hafer and Jones (2008), and D’Agostino and
Surico (2009). Canova and de Nicol6 (2002), Leeper and Roush (2003), Sims and Zha
(2006), and Favara and Giordani (2009) employ multivariate SVARs models and find
that LM’ shocks trigger significant effects on prices and the business cycle. Also in light
of the recent liquidity easing implemented by a variety of central banks in the attempt
to tackle the real effects of the financial turmoil, a reconsideration of the role of money
in monetary policy frameworks is clearly warranted.

A point of departure from the studies cited above is that this paper estimates a
structural DSGE monetary model of the business cycle in which money is allowed,
but not necessarily required, to play a relevant role. In our model, money may exert
'nonseparability’, ’direct’, and 'policy’ effects. Preferences for nonseparability between
consumption and real balances affect intratemporal choices, the real wage (via labor
supply) and, consequently, marginal costs and inflation. Nonseparability also affects
households’ intertemporal rate of substitution of consumption, thus modifying the Euler
equation for output (Ireland (2004)). The direct effect arises when portfolio adjustment
costs, which are modeled as a direct loss of agents’ utility, are present. Portfolio ad-
justment costs give rise to a lag and enhance the role of expectations in the money
demand equation, thus making it dynamic. Moreover, they relate movements in con-
temporaneous real balances to future realizations of the natural real interest rate, thus
assigning a role to money at low frequencies (Nelson (2002)). Finally, the policy effect
refers to policymakers’ systematic reaction to the growth rate of nominal money. Such

a reaction may be welfare-enhancing if money concurs in determining the equilibrium

2For a detailed exposition of the New-Keynesian monetary policy model of the business cycle, see
King (2000) and Woodford (2003).



values of inflation and output, and/or can be justified with money growth targeting per
se (Svensson (1999)).

As indicated above, our exercise is designed to detect the possibly time-varying
role played by money in shaping the post-WWII U.S. macroeconomic dynamics. In-
deed, preferences over money-consumption nonseparability may very well be unstable
over time. Structural relationships involving money and the natural interest rate are
likely to have been affected by financial innovations. A drifting emphasis on mone-
tary aggregates by the FOMC may have taken place in the course of moving from
the Great Inflation to a more stable macroeconomic environment. Accounting for the
possibly evolving role played by money is then of crucial importance to achieving a
correct identification of the drivers of U.S. inflation and output. We tackle this is-
sue by recursively estimating a small scale new-Keynesian DSGE model with Bayesian
techniques. This methodology enables us to investigate parameter instabilities without
appealing to the combination of perturbation methods/particle filter recently proposed
by Fernéndez-Villaverde and Rubio-Ramirez (2007). While being potentially very pow-
erful and econometrically neat, their methodology forces the econometrician to stick to
a limited number of time-varying parameters. In contrast, rolling-window estimation
accounts for instabilities in (possibly) all the estimated parameters. Moreover, with
respect to a more standard subsample analysis, the rolling-window approach does not
require any a priori specifications of the break-dates. To be clear, this comes at the cost
of abstracting from the role that drifting parameters may play in influencing agents’ ex-
pectations. In other words, given that each window is estimated independently, agents
are assumed to have neither memory of the past windows nor the ability to use past and
current information on parameters’ drifts to form expectations on the future evolution
of the economy. We see our approach as complementary to other estimation strategies

(e.g. those based on the particle filter). To our knowledge, this paper represents the



first exploration concerning parameter instabilities in a small scale DSGE model with
money.

Before moving to the next Section, we note connections with some closely related
studies in the literature. Working with a microfounded new-Keynesian framework,
Ireland’s (2004) seminal paper relaxes the typically imposed nonseparability assumption
by allowing the cross-derivative of the utility function with respect to consumption and
real balances to be non-zero. Dealing with 1980s and 1990s U.S. data, he cannot reject
the null of separability, and concludes that the role of money, if any, is negligible.
With a richer model embedding habit formation and a systematic reaction of the Fed
to money, Canova and Menz (2011) perform an international analysis involving the
U.S., the U.K., the Euro area, and Japan, and find support for nonseparability in
these countries. Andrés, Lopez-Salido, and Vallés (2006) consider a model with habit
formation and price indexation, and confirm Ireland’s (2004) results with Euro-data.
Andrés, Loépez-Salido, and Nelson (2009) find empirical support in favor of portfolio
adjustment costs for the U.S. and the Euro Area with a model encompassing Andrés
et al’s (2006). This evidence is important, because it suggests a role for money in
anticipating future variations in the natural interest rate. Similar evidence is obtained
by Benati (2010). Arestis, Chortareas, and Tsoukalas (2010) show that money sharpens
the estimate of the U.S. potential output in a structural DSGE framework, and that of
the monetary policy shock in small-scale SVARs.

There are several differences between these studies and ours. Firstly, our investiga-
tion is designed to detect the possible instability of money’s role over time. Secondly,
in conducting our analysis we employ Bayesian techniques. These techniques allow for
model comparison even in the case of misspecified models (An and Schorfheide (2007)
and Canova (2007)), which is a likely scenario when dealing with small-scale DSGE

models (for a comparison between Bayesian techniques and alternatives, see Canova



and Sala (2009)). Finally, in our investigation we employ the model recently put for-
ward by Andrés, Lépez-Salido, and Nelson (2009), which encompasses most of the
previously scrutinized frameworks. Methodologically, our analysis is very similar to
the one proposed by Canova (2009), who explores instabilities in the post-WWII U.S.
sample with a small-scale DSGE model in which, by assumption, money does not play
any active role.

The structure of the paper is as follows. Section 2 presents the new-Keynesian
monetary policy framework with money on which we focus when conducting our em-
pirical analysis. Section 3 discusses our estimation strategy. Section 4 documents and

interprets our empirical results. Section 5 concludes.

2 A sticky-price New-Keynesian model with money

We work with the DSGE model with money recently proposed by Andrés, Lépez-Salido,
and Nelson (2009). The main nonlinear equations formalizing households’ problem,
firms’ production function and price setting, and the market clearing conditions are
collected in Table 1. Table 2 collects the log-linearized optimality conditions of the
model. Eq. (1) is a Euler equation for consumption obtained with the imposition of
the aggregate resource constraint. It displays leads and lags of real GDP because of
households’ rational expectations and habit formation. Notably, in the case of non-
separability, i.e. 1, # 0, real balances enter the aggregate demand schedule both in
current and expected terms because of their impact on consumption’s marginal utility.
The impact of real balances on output is magnified by habit formation in consumption
owing to the link between current real balances and lagged consumption. Eq. (2) is
a Phillips curve (NKPC) enriched with real balances which enter firms’ marginal costs
(defined by eq. (3)), the forcing variable capturing the demand push on prices. Again,

the pressure exerted by real balances, operative only under v, # 0, is magnified by



habit formation. The presence of money in firms’ marginal costs is due to the effect
exerted by real balances on households’ labor supply decisions and, consequently, on
real wages. An alternative interpretation of money in the NKPC is the cost-channel
(Ravenna and Walsh (2006)), with money acting as a proxy for banks’ lending rate.
Importantly, the log-linearized first order conditions feature real balances in deviation
from the money demand shock e;, which is modeled as a structural disturbance af-
fecting the households’ demand for real balances. When a money demand shock hits,
real balances move according to the money demand equation (4), but the Fed may
neutralize the effect exerted on the short-term policy rate by varying money supply
to keep the federal funds rate target constant. Consequently, real balances may move
as a reflection of a monetary policy that stabilizes output and inflation. One must
therefore take into account fluctuations of real money on top of those engineered to
absorb money demand shocks. Eq. (4) is a dynamic money demand equation featuring
the presence of output leads and lags as well as the contemporaneous opportunity cost
of holding money and future expected real balances. Interestingly, the money demand
equation remains dynamic even under separability, i.e. ¥, = 0, as long as portfolio
adjustment costs affect households’ utility, i.e. &g > 0.3 In this case, money enters
neither the IS curve nor the NKPC, and impulse responses of output and inflation to
a money demand shock are flat (as long as the systematic reaction of the policymakers
to money growth p, = 0). Crucially, however, real balances act as leading indicators of
future movements of the natural real interest rate, possibly interpretable as long-term
rates (Nelson (2002)). In other words, there is a ’direct effect’ of the stock of money

as stressed by Andrés, Lopez-Salido, and Nelson (2009). Eq. (5) models policymakers’

3 As pointed out by Nelson (2002) and Andrés, Lépez-Salido, and Nelson (2009), a forward-looking
money demand term would appear also if we modeled portfolio adjustment costs in terms of nominal
balances. But real balances, besides offering algebraic convenience, capture the notion that portfolio
adjustment costs are not literally transaction costs, but instead capture the convenience of maintaining,
ceteris partbus, some purchasing power in the form of money, e.g., as a 'reserve against contingencies’.



decisions with an augmented Taylor rule embedding the nominal growth rate of money
(defined in equation (6)) among its arguments. A similar rule has been estimated by
Ireland (2001), Sims and Zha (2006), Andrés, Lépez-Salido, and Nelson (2009), and
Canova and Menz (2011). We postpone a discussion on this rule to Section 4.2. We
close the model with the four stochastic processes (7), which load (respectively) the
shocks to household’s preferences ¢,,, money demand ¢.,, technology ¢.,, and monetary
policy ¢,,. These shocks are assumed to be mutually and serially uncorrelated.

To summarize, money’s role in the business cycle may be due, in this model, to
i) nonseparability between consumption and real balances, with real balances entering
the NKPC and IS schedules; ii) portfolio adjustment costs, which create a link between
real balances and the natural real interest rate; and iii) the interplay between money

demand shocks and the policy rule.

3 Empirical strategy

This Section presents the methodology and the data source and treatment related to

our empirical exercise.

3.1 Methodology

We conduct our econometric analysis as follows. As a benchmark exercise, we estimate
the model (1)-(7) over the whole 1966:1-2007:11 sample with a fixed-coefficient strategy.
This enables us to compare our results with those already present in the literature,
which hinge upon the assumption of stability of the structural parameters. We then
move to the investigation of the possible instabilities affecting this model’s relationships
by implementing a rolling-window approach. In particular, we start from the 1966:1-
1982:1V window and estimate the model, then we move the first and last observation

of the window by four years and repeat the estimation. We keep the size of the window



fixed (at 16 years) to minimize the differences in the precision of our estimates due
to the sample-size. Our last window covers 1990:1-2006:1V, i.e. we consider seven
different windows, which enable us to assess seven different posterior densities for all
the parameters of interest.

As anticipated in the Introduction, we estimate the model with Bayesian techniques.
We impose dogmatic priors on a subset of parameters. We set the discount factor  to
0.9925, corresponding to an annual steady-state real rate of approximately 3%, and we
calibrate the gross steady-state quarterly nominal interest rate 7 to 1.0138. Both values
are in line with Smets and Wouters’ (2007) estimates. We also fix the capital-output
elasticity a to 1/3 and the elasticity of substitution between goods € to 6 (which implies
a price markup equal to 1.2), i.e. a very standard calibration.

We assume prior densities for the remaining 20 parameters. As previously stressed,
¥y, p,, and Op are key-parameters in this study.? As far as nonseparability is con-
cerned, we assume 1, ~ N(0,0.5), i.e. a zero-mean, symmetric distribution (we in-
dicate mean and standard deviation in brackets). The prior mean is centered on the
value obtained by Andrés, Lépez-Salido, and Vallés (2006) and Andrés, Lépez-Salido,
and Nelson (2009), and it lies between the maximum likelihood point estimate of Ire-
land (2001) - i.e. —0.0199 - and his calibration of the same parameter - i.e. 0.25.
As for the Federal Reserve’s reaction to nominal money growth fluctuations, we assume
p, ~ Gamma(0.8,0.4), a diffuse prior centered at the point estimate obtained by Ireland
(2001) and statistically in line with that proposed by Andrés, Lopez-Salido, and Nelson
(2009). Notice that we do not discard a priori the scenarios featuring 1), = 0 (separable

utility function) and/or p, = 0 (no reaction of the Fed to fluctuations in the money

In fact, 1, 14,7,, and v, are also convolutions of deep parameters. However, one would need to
specify the exact form of the nonseparability between consumption and real balances to pin down
and 1,5, a step that might bias our estimates in the case of wrong specification of the utility function.
Moreover, v, and -, have a clear interpretation as elasticity and semi-elasticity of money demand with
respect to real GDP and the nominal interest rate. Following Ireland (2001) and (2004), Andrés et al
(2006), and Andrés et al (2009), we treat 11, 14,7;, and v, as free parameters.
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growth rate). In terms of portfolio adjustment costs, we assume §o ~ Gamma(6,2.85),
i.e. a prior whose mean is very close to the point estimate by Andrés, Lopez-Salido,
and Nelson (2009), and whose variance is large enough for the data to 'reject’ the rele-
vance of adjustment costs if that is the case. As for the parameter v);, which regulates
the impact of money on inflation and output in case of nonseparability, we assume a
Gamma(0.8,0.1), which is consistent with the calibration by Ireland (2004). As regards
money demand elasticities, we assume v, ~ Gamma(0.5,0.25) (elasticity to output) and
Yo ~ Gamma(0.2,0.15) (semi-elasticity to the nominal interest rate), thus aligning with
the estimates proposed by Ball (2001).> Table 3 collects these and the remaining pri-
ors, which are very standard. Finally, ¢ and d, which are parameters characterizing the
portfolio adjustment costs dg, are not separately identified. Therefore, we set ¢ = 1 and
estimate dg directly as in Andrés, Lépez-Salido, and Nelson (2009).

We estimate the posterior distribution of the model as follows. Given the vector of

parameters { = [, , T, €, ¥y, ¥y, h, V1,72, 0,w, 0, PR, 60, Pys Prs Ps Pas Pes Pas Tay Oey 02, 07
endogenous variables z; = [y, Ty, Ty, M), exogenous shocks 7, = [ay, €, z]’, innovations

€t = [€ay» €er» €21+ Ery]', and observable variables we aim at tracking Y; = [g9%%, 702, 7% mobs]’,
we write the model in state space form, we relate the latent processes to the observ-
able variables via the measurement equation, we employ the Kalman filter to evaluate
the likelihood L({Yt}tT:l | €), and we estimate the posterior distribution p(¢ | {Y;}Zzl),
which is proportional to the product of the likelihood function L({Y;};_, | £) and the
priors I1(§), by employing a standard random-walk Metropolis-Hastings algorithm. We
add serially and mutually independent InverseGamma(0.01,1.5) distributed measure-

ment errors to control for high-frequency oscillations in the data that the business cycle

model at hand might not be able to capture.’

5Given that we employ the quarterly (as opposed to annual, or annualized) short-term interest rate
in our empirical analysis, we rescaled the estimated value of the semi-elasticity 7, obtained by Ball
(2001) - i.e. 0.05 in absolute value - by a factor of 4.

6To perform our Bayesian estimation we employed DYNARE, a set of algorithms developed by
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3.2 Data: Source and treatment

We employ U.S. quarterly data on real output, real money balances, inflation, and the
short-term nominal interest rate spanning the sample 1966:1-2007:1I. The data set is
the same as in Ireland (2004). Output is measured by real GDP, real balances are
constructed by dividing the M2 money stock by the GDP deflator, inflation is the
quarterly percent change in the GDP deflator, and the interest rate is measured by the
federal funds rate (quarterly counterpart). M2 and the federal funds rate are in quarterly
averages. Virtually identical results are obtained with end-of-quarter M2 observations.
All data but the interest rate are seasonally adjusted. Output and real balances are
expressed in per-capita terms (computed by employing the civilian non-institutional
population, over 16). We feed the measurement equation with demeaned series. The
source of the data is the Federal Reserve Bank of St. Louis’ FRED database.

Given the clear historical upward trend displayed by real per-capita output and
money, and the change in trends experienced by inflation and the federal funds rate
in the post-WWII sample, we treat such series (log-series as for real output and real
money) by applying the Hodrick-Prescott filter (weight: 1,600). The reason for this
choice is twofold. First, it extracts the cyclical component of the series at hand, which
allows us to focus on the frequencies that the new-Keynesian model is designed to repli-
cate. Second, it enables us to compare our results to the literature that has worked
with detrended series (Ireland (2004), Andrés, Lépez-Salido, and Vallés (2006), An-
drés, Lépez-Salido, and Nelson (2009), Canova and Menz (2011)). Alternatively, one
could postulate a unit root in technology and implement model-consistent stationarity-
inducing transformations of the observables, which would be employed in growth rates

and/or ratios (e.g. Smets and Wouters (2007), Justiniano and Primiceri (2008)). While

Michel Juillard and collaborators. DYNARE is freely available at http://www.dynare.org . Details on
the computation of the posterior mode and on the Metropolis-Hastings algorithm may be found in an
Appendix available upon request.
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being theoretically appealing, this approach would force output and money to display
a common (possibly stochastic) growth rate, an assumption which does not necessar-
ily square with the data. Moreover, it is unclear whether low frequencies come from
the technological process or, instead, by time-varying preferences (Chang, Doh, and
Schorfheide (2007)). Our agnostic filtering naturally endows each detrended series with

its own flexible trend.
4 Empirical findings

We first present the results stemming from our fixed-coefficient investigation. This
exercise is conducted to get baseline results comparable with the existing literature.
Then, we show that there is evidence in favor of instabilities in the estimated relation-
ships, which call for a subsample investigation. Hence, we move to the rolling-window
analysis, and concentrate on i) the evolution of the key-structural parameters of the
model, ii) the estimated, subsample specific impulse response functions of the macro-
economic aggregates to the four identified structural shocks, and iii) the role of drifts

in the model’s structural parameters.

4.1 Fixed-coefficients

Table 3 collects the posterior median along with the [5th, 95th| posterior percentiles of
the estimated structural parameters. We contrast the standard New-Keynesian model
estimated under ¢, = dp = p, = 0 - i.e. nonseparability, no direct effect, no policy
reaction to monetary aggregates - to the model that allows, but does not necessarily
require, money to shape the macro-dynamics of interest. We label the former ’standard

NK model’, and the latter 'model with money’.” Several results are worth commenting

"To be clear, both models are estimated by considering money among the observables. The differ-
ences between these two models are due to some parametric constraints. The ’standard NK model’ is
estimated by imposing 15 = do = p,, = 0. Differently, the 'model with money’ is estimated without
imposing such constraints. Both models, however, feature a money demand equation whose parameters

13



on. First and foremost, the marginal likelihood clearly favors the model with money,
with a deterioration associated with the restricted framework of about 12 log-points,
which translates into a Bayes factor equal to exp(2615.1 — 2603.2) = 147,240.% This
is very strong evidence in favor of the model with money. Digging deeper, it turns
out that the deterioration of the fit is mainly due to the restriction imposed on the
portfolio adjustment cost parameter. In fact, under the restriction ¥, = 0 (only), the
model’s fit, in terms of Marginal Likelihood, increases to 2616.3. This may be explained
by the negligible role played by nonseparability, which is ’rejected’ by the automatic
penalization for overparameterization embedded in the computation of the marginal
likelihood. By contrast, when imposing d; = 0 (only), the model’s fit dramatically
drops to 2600.8, clearly ’rejecting’ the imposition of no portfolio adjustment costs.
These comparisons square with the posterior densities of the key parameters. The
posterior median of 1, is very small, i.e. 0.05, and its credible set clearly contains the
zero value. The posterior of dg reads 3.2. This value is slightly smaller than the point
estimate proposed by Andrés, Lépez-Salido, and Nelson (2009), but it is statistically in
line with it. As for the reaction of the Fed to money, the posterior median reads 0.10,
a value lower than that found in previous contributions. Indeed, in this last case, the
marginal likelihood favors the restricted model with a standard Taylor rule displaying
no monetary aggregates a la Ireland (2004), with a value equal to 2621.9.”

As regards other money-related parameters, ¢;, which affects the impact of money

on output and inflation, has an estimated posterior distribution equal to 0.69, a value

are estimated jointly with the rest of the economic framework.

8We compute the marginal likelihood via the modified harmonic mean estimator developed by
Geweke (1998). In computing model comparisons via the Bayes factor, we keep the priors on the
common parameters fixed across models, as done by e.g. Rabanal and Rubio-Ramirez (2005), Rabanal
(2007), and Canova (2009). For a different strategy, see Del Negro and Schorfheide (2008).

9This discussion aims at linking our results to the literature. However, in light of the highly likely
misspecification of households’ preferences, and the fact that portfolio adjustment costs are likely to
represent a reduced form of a more complex portfolio allocation decision, the structural interpretation
of the estimates offered here must be regarded as tentative.
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resembling the estimate proposed by Andrés, Lépez-Salido, and Nelson (2009). The
posterior median of the money-output elasticity is 0.88, slightly lower than the point-
estimate provided by Ball (2001).!1° As far as the money-interest rate semi-elasticity is
concerned, our estimated figure, normalized in order to account for the quarterly (vs.
annualized) nominal interest rate, amounts to about 0.35, larger than the point estimate
provided by Ball (2001) but statistically in line with the one by Andrés, Lopez-Salido,
and Nelson (2009).

The posterior distributions of the remaining parameters suggest values very close to
those typically found in the literature. In particular, the posterior median of the habit
formation parameter reads 0.86, a value close to those in Rabanal (2007), Christiano,
Eichenbaum, and Evans (2005), and Smets and Wouters (2007). The median of the
Calvo parameter is 0.66, a standard figure in the macroeconomic literature. Also the
inverse of the Frisch labor elasticity assumes the conventional value of 1. The estimated
Taylor rule coefficients suggest an aggressive, gradually implemented long-run reaction
of the Fed to inflation fluctuations, in line with some previous literature (Clarida, Gali,
and Gertler (2000), Lubik and Schorfheide (2004), Boivin and Giannoni (2006), Benati
and Surico (2009)), at least as regards the post-1982 sample. Interestingly, the autore-
gressive parameters of the structural shocks are all below 0.9, which suggests that the
model features an internal propagation mechanism able to capture the persistence of
the observed macroeconomic series.

To summarize, our full sample fized-coefficient estimates i) offer clear statistical
support to the role of portfolio adjustment costs, ii) reject the relevance of nonsepara-
bility, and iii) cast doubts on the role played by monetary aggregates at business cycle

frequencies in the post-WWII U.S. monetary policy conduct.

19T making this comparison, one should take into account the fact that our model is estimated with
a detrended measure of output, as opposed to the undetrended log-output measure that Ball (2001)
focuses on.
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4.2 Evidence in favor of instabilities

Instabilities affecting the post-WWII U.S. macroeconomic relationships have been de-
tected by several authors. Boivin and Giannoni (2006) document them with trivariate
reduced-form monetary VARs. They interpret such instabilities as due to a change of
the Federal Reserve’s systematic monetary policy that occurred at the end of the 1970s.
Benati and Surico (2009) show the effects of monetary policy breaks on the covariance
matrix of similar reduced-form VARs. McConnell and Perez-Quiros (2000) find a break
in the volatility of output growth in 1984:1. Evidence in favor of a change in the volatil-
ities of a variety of identified structural shocks is provided by Sims and Zha (2006) and
Justiniano and Primiceri (2008). Canova (2009) documents instabilities in the posterior
of the parameters describing the private sector, the policy rule, and the variance of the
shocks in a model abstracting from money.

We provide our own evidence by estimating a reduced-from VAR and conducting
standard Chow-breakpoint tests. We model our four observables (output, inflation, real
balances, and the policy rate) with a VAR(4). We select the break date 1979:111, which
corresponds to the advent of Paul Volcker at the Federal Reserve’s Chairmanship. We
find compelling evidence against the stability of the estimated VAR relationships. The
p-values associated to the Wald statistic of the null hypothesis of absence of a break in
1979:111 read 0.01, 0.00, 0.01, and 0.09 as for the equation of inflation, the federal funds
rate, real balances, and output, respectively. We take this evidence, jointly with the
one provided in the literature cited above, as sufficient to motivate our investigation on

instabilities, which we undertake in the next subsections.

4.3 Recursive estimates

Figure 1 displays the evolution of (selected) structural parameters constructed by con-

sidering seven different (partly overlapping) windows. Top-row parameters are those
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characterizing money’s role in the estimated model. Firstly, unlike the indications
stemming from our full sample estimates, nonseparability (namely, complementarity)
is clearly supported in subsamples heavily influenced by the 1970s. Focusing on the
first window as the reference for the 1970s, it is interesting to note that the (log) mar-
ginal likelihood of the unrestricted model, which reads 936.1, drops (moderately) when
forcing separability between consumption and money to take place (934.2), remarkably
deteriorates when assuming no adjustment costs (925.0), and collapses to 921.6 in cor-
respondence to the standard, 'cashless’ new-Keynesian framework. Then, the impact of
monetary aggregates is pervasive when conditioning on the Great Inflation observations.
This result is in line with Canova and Menz’s (2009), at least as far as nonseparability
and policy effects are concerned. A quite different picture emerges when condition-
ing on the last window, which we take as representative of the dynamics during the
Great Moderation. The estimated median of the nonseparability parameter reads 0.13,
a value much smaller than 0.62, i.e. that of the first window. The posterior median of
the adjustment costs moves from 1.98 to 4.00, but the uncertainty surrounding it is very
large. Also the systematic reaction of the Fed to money growth declines from 0.61 to
0.26, signaling lower attention to monetary aggregates as measured by M2. Overall, the
restricted model performs better in the last window, with a (log) marginal likelihood
reading 1081.6 vs. 1080.0 (the latter being that of the money-endowed model).

Other parameters display a significant evolution over time. In particular, the money
demand elasticity to output shows a clear downward trend. In contrast, the money-
interest rate semi-elasticity is estimated to be fairly stable. Habit formation increases
remarkably over time, a result that may signal shifts in preferences by American house-
holds and/or capture the effects of financial innovations, which have possibly favored
consumption smoothing for the last 25 years. Somewhat contrary to the financial in-

novation interpretation, portfolio adjustment costs display an upward trend, but the
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uncertainty surrounding our posterior estimates is large. Financial innovations notwith-
standing, we note that the estimated volatility of the money demand shock is fairly
constant over time. As for other shocks’ volatilities, we record a non-monotonic pattern
for preference shocks, which contrasts with the somewhat declining path followed by
both policy rate and technological shocks.

The Taylor rule parameters do not display much instability, a finding in line with
those of Smets and Wouters (2007) and Justiniano and Primiceri (2008). Recall that our
results are conditional on a Taylor-type rule displaying money growth among its policy
arguments. One may notice that the posteriors of the parameters of the policy rule do
not differ much from the priors. Our empirical exercise assumes the existence of a unique
equilibrium under rational expectations. Hence, the instability in the money parameters
of the model may be capturing the omitted parameter instability of monetary policy
associated with (neglected) indeterminacy. In this respect, a money growth rule would
be more attractive because it is less subject to indeterminacy than an interest rate rule
(Christiano and Rostagno (2001)).

While the assumption of a priori independence among parameters’ densities is stan-
dard, ex-post correlation is often the case when conducting Bayesian estimations. Our
exercises are no exceptions. When comparing sets of common coefficients under two
versions of the model, i.e. the unrestricted model with money vs. the restricted, stan-
dard new-Keynesian framework without money, interesting findings arise. Figure 2
shows how money may be of help in detecting instabilities in structural parameters
that would not otherwise arise. In particular, when estimating a money demand func-
tion which has no feedbacks on the remaining part of the system, one finds a quite
stable elasticity to output. Also the degree of habit formation is estimated to be con-
stant when money is omitted from the model. As regards the parameters of the Taylor

rule, one may notice some mild differences across the two scenarios but, given the large
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uncertainty surrounding the estimated Taylor parameters, such differences are hardly
meaningful from a statistical standpoint. Again, this might be due to our decision to
discard draws leading to multiple equilibria.!! Interestingly, the absence of money in-
duces a monotonic decline in the preference shock’s volatility, which instead exhibits an
inverted U-shape when money is allowed to enter the picture.

To summarize, the interactions between money and the remaining aggregates strongly
influence the evolution of some key-structural parameters. However, this mainly oc-
curs when observations from the 1970s are dominant in the windows considered in our
analysis. Indeed, for our last window, i.e. 1990:1-2006:1V, differences in the estimated

parameters appear negligible.

4.4 Estimated parameters

The relevance of money may also be gauged by looking at the estimated parameters
of our models. Table 4 considers the first and the last windows of our rolling-window
analysis. The 1966:1-1982:IV window puts in clear evidence the impact of money as
for the posterior densities of the parameters of interest. Money clearly affects the
estimated degrees of habit formation, price indexation, and the standard deviation
of the preference shock, which basically double when the constraints characterizing
the standard new-Keynesian framework are imposed. Differently, the money-output
elasticity is estimated to be more than five times larger in the model with money.
The systematic reaction to inflation and the volatilities of three structural shocks, i.e.
shocks to money demand, technology, and monetary policy, are also estimated to be
larger when money is allowed to influence the macroeconomic equilibrium.

The impact of money on the estimated parameters is larger in the first window

(Table 4) than in the full sample (Table 3). This may be due to the very mild role

' This choice is widely adopted in this empirical literature. For some notable exceptions, see Lubik
and Schorfheide (2004), Boivin and Giannoni (2006), and Benati and Surico (2009).
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played by both nonseparability and the policy reaction to money growth in the full
sample. Perhaps not surprisingly (in light of our results discussed in the previous
subsection), money plays basically no role in the last window we consider, i.e. 1990:I-
2006:1V. Consistently, the marginal likelihoods suggest that the model with money and

the standard new-Keynesian model enjoy an equivalent fitting power.

4.5 Impulse response function analysis

We contrast the estimated impulse responses of the benchmark vs. money-endowed
frameworks. Indeed, time-dependent parameters imply window-specific impulse re-
sponses. The responses associated with the first window 1960:1-1982:1V are depicted in
Figure 3. Evidently, the omission of money may indeed bias the estimated responses
in an economically relevant manner. In terms of magnitude, the model without money
clearly dampens the effects of a monetary policy shock to output, inflation, and real
balances, of the preference shock to inflation and the policy rate, and of the technologi-
cal shock to all our endogenous variables. Moreover, money demand shocks, which have
(by construction) zero effects on all variables (except money) in the restricted model,
are estimated to induce quantitatively important reaction by output. By contrast, and
in line with Canova and Menz (2011), the reaction of inflation to such shocks is very
mild.

This picture dramatically changes when moving to the sample 1990:1-2006:1V, whose
estimated responses are depicted in Figure 4. The role of money is clearly dampened,
if not altogether absent. Moreover, the effects of money demand shocks are also mod-
erate. A change in the transmission mechanism of all structural shocks is likely to have
occurred, with money losing much of its influence on U.S. output and inflation. How-
ever, money may still be important in an empirical analysis conducted over the Great

Moderation sample, possibly to control for omitted information-induced biases other-
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wise affecting the structural parameters of the Euler-equation for output (Hafer, Haslag,
and Jones (2007)). Moreover, it is worth recalling that our evidence supports the pres-
ence of portfolio adjustment costs, which make money relevant as a leading indicator

of future movements in the real interest rate at low frequencies (Andrés, Lépez-Salido,

and Nelson (2009)).

4.6 Drifts in parameters and model-consistent volatilities

One of the most closely scrutinized macroeconomic facts of the past decades has surely
been the ’Great Moderation’. When referring to our estimated models, two questions
naturally arise: i) Are the estimated drifts in parameters relevant to describing the
evolution of the post-WWII U.S. volatilities? ii) Do these drifting parameters suggest
an evolution of money’s role in replicating such volatilities?

To answer these questions, we compute the standard deviations of actual inflation
and output over seven 16 year-windows. Then, we compute a) the population values of
the standard deviations of inflation and output implied by our estimated fixed-coefficient
model (with money), and b) the population values of the standard deviations of inflation
and output implied by our rolling-window estimates (model with money and standard
NK model without money). Finally, we contrast a) and b) with the standard deviations
computed with actual data.

Figure 5 collects the outcome of this exercise. Several considerations are in order.
The standard deviations computed with actual data display a dramatic decline when
moving from the 1970s to the 1980s and 1990s. This evidence confirms that the 'Great
Moderation’ is embedded in our sample. Clearly, this evidence cannot be replicated by
a fixed-coefficient model. In fact, our fixed-coefficient model obviously implies constant
population volatilities (depicted in Figure 5 by the magenta horizontal lines with circles),

a prediction clearly at odds with the facts. By contrast, our rolling-window strategy
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allows for drifting parameters and, consequently, time-varying population volatilities.
Interestingly, Figure 5 shows that our 'time-varying coefficient’” models nicely replicate
the pattern of the post-WWII U.S. macroeconomic volatilities. Therefore, the answer
to our first question is: Yes, drifts in parameters are relevant (indeed, crucial) for
replicating the U.S. facts.

Consequently, question ii) becomes of interest. Again, the evidence portrayed in
Figure 5 leads to a positive answer. The left panel of Figure 5 reveals that monetary
aggregates have a clear role in enhancing the model’s ability to replicate the standard
deviation of the U.S. business cycle when the 1970s dominate the windows considered.
As time goes by, however, money’s contribution to replicating the U.S. business cycle
diminishes. In fact, the last four windows (1978-1994 up to 1990-2006) show that the
standard new-Keynesian model without money performs equally well in replicating U.S.
detrended output’s volatility. This evidence is in line with our statistical support for
the new-Keynesian model with money, which is limited to the windows featured by the
dynamics of the 1970s. As far as inflation is concerned, the right-panel of Figure 5 shows
that money does not appear to play a role as substantial as the one played for output.
In particular, the model with money slightly underperforms in the first two windows,
then overperforms in the remaining ones, but in a very mild fashion with respect to
the model without role for money. However, our marginal likelihood evidence considers
the overall performance of the model with money superior to that of the standard NK
framework in the first windows.

To summarize, our evidence suggests that i) drifts in parameters are relevant for
replicating the post-WWII U.S. volatilities, and ii) the role of money has evolved over
time, being clearly important as regards the 1970s (above all to replicate the U.S. output

volatility), and less relevant in subsequent subsamples.

22



4.7 M2 vs. monetary base: Empirical results

In our benchmark analysis, we use M2 for the computation of real balances. As a matter
of fact, the literature is largely silent on the 'right’ measure of money, especially in the
money-in-the-utility -cofunction specification. Since monetary aggregates frequently
move differently from one another, our results might be specific to M2. We then repeat
our exercises by employing the monetary base.!? It is worth recalling that our sample
ends before the near-zero lower bound period as well as the advent of interest on reserves
and the financial crisis. All of these factors have increased commercial banks’ reserve
demand, and so made the monetary base harder to interpret. Our 2006 cutoff for the
sample avoids these problems of interpretation.

Table 5 collects our posterior estimates conditional on the full sample investigation.
All previous findings are confirmed. In particular, the model with money has a higher
marginal likelihood than the standard new-Keynesian model; nonseparability is not
supported by the data; portfolio adjustment costs are comparable to previous studies
(Andrés, Lopez-Salido, and Nelson (2009)); the policy reaction to money growth is mild;
model comparisons based on the Bayes factor suggest that the only 'money-related’
element supported by the data is portfolio adjustment costs (the Bayes factors are not
reported because of their similarity with those referring to our benchmark analysis).

Interestingly, not all findings are robust to the employment of the monetary base.
Figures 6-8 depicts the outcome of our rolling-window investigations. Some comments
are in order. Figure 6 shows that the credible sets of the nonseparability parameter
contain the zero value in all the windows we consider. Moreover, the degree of habit
formation and the money-output elasticity are stable over time. Figure 7 shows that the

constraints identifying the standard new-Keynesian model do not imply any relevant

12We thank two anonymous referees for suggesting us to undertake this investigation. The monetary
base measure we employ is adjusted for changes in reserve requirements. Source: Federal Reserve Bank
of St. Louis’ website.
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difference in terms of estimated parameters over time, the only exception being the
money demand shock, which is slightly underestimated. Figure 8 shows that the two
versions of our model imply the same unconditional volatilities of inflation and output.
Interestingly, Figures 5 and 8 reveal that the use of a broader definition of money leads
to an estimated model with money which replicates the U.S. output volatility better
than i) the standard NK model, and ii) the model with money estimated with the
monetary base. Further simulations reveal that this result is driven by the difference
in the estimated degree of nonseparability, which is positive in our benchmark analysis
involving M2, and basically zero when the narrower monetary base indicator is con-
sidered. This result suggest that households’ portfolio decisions i) may have played a
role in shaping the U.S. macroeconomic dynamics during the phase preceding the Great

Moderation, and ii) they are hardly captured by the monetary base indicator.

4.8 M2 vs. monetary base: A discussion

Our baseline analysis exploits a broad definition of monetary aggregate. This choice
is very common in the empirical macroeconomic literature.!®> The previous subsection,
however, has documented the sensitivity of our results to the employment of the mon-
etary base. This finding is not new as for the U.S. economy. Favara and Giordani
(2009) conduct a VAR analysis and show that shocks to broad monetary aggregates
exert substantial and persistent effects on output and inflation. Such effects turn out to
be substantially weaker when narrow measures of money are considered. Hafer, Haslag,
and Jones (2007) estimate dynamic IS curves and find money to be a significant regres-
sor just when a broad measure of money is taken into account. Sustek (2010) shows
that a broad monetary aggregate including currency and zero-maturity deposits tends

to anticipate future output. In contrast, base money does not show this tendency. In

13See, among others, Ireland (2004), Sims and Zha (2006), Andrés, Lépez-Salido, and Vallés (2006),
Hafer, Haslag, and Jones (2007), Favara and Giordani (2009), Arestis, Chortareas, and Tsoukalas
(2010), Sargent and Surico (2011), and Canova and Menz (2011)
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light of these findings, how much weight should we place on our results with M2? How
should we interpret the different findings obtained with M2 vs. M0? We analyze these
two questions in turn.

We believe our M2-based results should be given more credit, at least conditional
on our structural model. Firstly, as already pointed out, the model estimated with M2
is more successful in replicating the Great Moderation. The root-mean-squared error
(RMSE) computed by considering the deviations of the simulated standard deviations of
output from the actual ones reads 0.55 conditional on M2 (Figure 5) vs. 0.87 conditional
on MO (Figure 8), i.e., the extra-information embedded by M2 leads to an improvement
of about 36% in terms of RMSE. As for inflation, the improvement amounts to 18%.
Secondly, estimations a la Canova and Ferroni (2011) conducted by employing M2 and
the monetary base jointly return estimates of our structural parameters very similar to
those obtained with M2 only, and clearly different with respect to those obtained with
MO only.!* Therefore, the model estimated with M2 i) fits the Great Moderation facts
better, and ii) implies estimated parameters in line with those obtained with multiple
monetary indicators. This evidence suggests that, from an empirical standpoint, we
should place a larger weight on the results obtained with the broader aggregate M2.

Established that different results arise when employing M2 vs. MO, what do these
differences tell us as for the interaction between monetary aggregates and the business
cycle? Arguably, the money multiplier is playing a big role in accounting for our results.
Its evolution is likely to be picked up by the evolution of our structural parameters, in
particular our nonseparability parameter 1,. In our model, money affects the marginal
rate of substitution between consumption and leisure, the real wage, and thus marginal
costs and inflation. Then, money in the Phillips curve may capture firm’s effects related

to the evolution of working capital requirements. Evidence in favor of a substantially re-

1 Details on this exercise conducted with multiple monetary indicators are available upon request.
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duced importance of the working capital requirements for inflation is provided by Barth
and Ramey (2001) and Tillmann (2009), who interpret it as a consequence of financial
innovations and deregulation occurred at the beginning of the 1980s. More generally,
empirical evidence about the expanded access to credit for firms is documented by
Gertler and Lown (1999), who relate it to the development of a market for bonds with
below-investment grade ratings, and by Jermann and Quadrini (2006), who link it to
the decline in the cost of new equity issuances. Money also alters the intertemporal
rate of substitution of output at different points in time, therefore creating a wedge
in the IS equation. From households’ side, a much easier access to external financing
was also possible after the above mentioned financial deregulation - for a discussion, see
Justiniano and Primiceri (2008). Such a easier access may have enabled households to
smooth consumption more efficiently, therefore leading to a reduction in the volatility of
output. A precise assessment of the relative importance of all these elements would re-
quire the development of a structural model properly accounting for liquidity provision

and financial frictions, an endeavour that we leave to future research.'”

5 Conclusions

We estimated a DSGE model featuring nonseparability in real balances and consump-
tion, portfolio adjustment costs, and a systematic reaction of policymakers to money
growth with post-WWII U.S. data. Our findings are as follows. Money plays a sig-
nificant role in shaping the U.S. business cycle. Interestingly, its role proves to be
time-varying. In particular, nonseparability and policymakers’ responses to money are
estimated to be more important during the Great Inflation. Crucially, the estimation
of a business cycle model omitting money is shown to produce severely distorted infer-

ences (relative to the model with money) as regards impulse response functions. Drifts

Interesting efforts in this direction have recently been undertaken by Christiano, Motto, and Ros-
tagno (2010), Ciirdia and Woodford (2010), and Sustek (2010).
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in the estimated parameters are shown to importantly shape the simulated macroeco-
nomic volatilities. Again, money is relevant, in particular for describing the U.S. output
volatility of the 1970s. Our results depend on the monetary indicator used in the es-
timation. In particular, money helps in tracking the U.S. macroeconomic volatilities
in the 1970s if measured with M2, but not when the monetary base indicator is used.
However, an estimation conducted with multiple monetary indicators confirms the find-
ings obtained with M2 only. Therefore, our results support M2 as a better empirical
counterpart (than the monetary base) of our theoretical concept of money.

Our results rely upon the investigation of an extended version of the model proposed
by Ireland (2004). In general, while giving money a chance to play an active role in
the determination of inflation and the business cycle, current monetary models do not
explicitly embed ingredients such as asymmetric information in the lending market,
imperfect substitutability between financial assets, and so on. We interpret our findings
as a call for a more satisfactory attempt to deal with the process of liquidity provision
and financial frictions. In light of the liquidity boom triggered by a variety of central
banks to tackle the real effects of the financial turmoil, this call appears to be warranted.

From an empirical standpoint, our analysis has dealt with the identification of the
cyclical components of the aggregates under investigation. In a recent paper, Canova
and Ferroni (2011) show that the role of money may turn out to be downplayed by the
choice of the "wrong’ statistical filter. We see Canova and Ferroni’s (2011) methodology
as very promising in detecting the role of money in monetary models of the business
cycle. As for frequency-decompositions, more attention should be paid to the possible
link between systematic policy drifts and the money-inflation low-frequency relationship
as dictated by the quantity theory (Sargent and Surico (2011)). We see the assessment

of money’s role in monetary business cycle models as an exciting area for future research.
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Variables in percentage deviations from their steady-state values

yy: Output, 7;: Inflation, 7: Nominal rate, m;: Real balances

Log-linearized equations of the model

~ _ _9¢ B¢ +é 1 =~ = _ B¢ S P
Ye = é1 +1¢2 Y1 é1 1+¢ 2Etyt+1 @1+ (Tt Etﬂ-t—H) ¢1+2>2 Etyt+2 T 7/)1(1—5h)2(¢1+¢2)(

15 (14Bh) Py Bh ~ ~ (1=Bhp,)(1=pg) =
~ G (=BR) (61 133) >Et(mt+1 €er1) + g erray L Meke = €v2) + Gam 640 Ot

=BT + T + Amcy
mey = (X + $2)0 — 61911 — B Eilra — %(mt — &)
+w11(pfﬁ/3h) Ey(Myy1 — €rq1) — ((15£§)Gt (14 x)z
(L+00(1+ By = 1Y — 72Tt + [12(T — 1) (hdy — ¢1) — ha]Ue—1 — [v2(F — 1) B8] B

+00imy—1 + [% + 505] Etmt+1 - %7@@5

+{1- -1 2245 +1] e
= pft -t (L= )Py + pae + puliy) + &5
Mt — M1 + 7y
Ct—pgét 1 e, ¢ €d{a,e 2} 8¢, ~ N(0,0c),§ € {a,e,2,1}

~

mt - et)

N

A~ o~~~
D O
~— — — —

\]

Compound parameters of the model

Py = Wlﬁzz_guﬂ—lf%(%)ﬁffﬁg{@‘FWU_ 0(1 — )]}_17

N=w{f+el -0 =B A= (1-0)01-p0)0 —w)& X =,

— —a - —1h —1)Bh>—Bh — c?
SZ 1_,'5(1}(&_)1) {9+W[1_9(1_6>]} 1’ - wi Bh 7¢2 (d]ll—ﬁh) ,60: — d

Calibrated parameters

£ =0.9925: discount factor; ¥ = 1.0138: gross-steady-state quarterly nominal interest rate;
1 — a = 2/3: labor income share; € = 6: goods’ elasticity of substitution;
¢ = 1: coefficient regulating the portfolio adjustment costs.

Table 2: Description of the DSGE Model with Money - Log-linearized Equa-
tions. Hatted variables identify log-deviations of variables from their steady-state val-
ues. The definitions of the structural parameters are given in Table 3.
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Param. Definition Prior(mean s14) oo Sab N st
[5th, 95th] [5th, 95th]
(N Ratio of derivat. of hh’s util. (G(0.80,010) 0.69 0.68
[0.58,0.80] [0.57,0.79]
),y Money-output nonseparab. N(0.00,0.50) [ 0069(?19] —
h Habit formation B(0.70,010) 0.86 0.88
[0.76,0.95] [0.78,0.96]
0 Price stickiness B(0.65,010) 0.66 0.67
[0.53,0.78] [0.54,0.79]
w Price indexation B(0.50,0.15) 0.76 0.77
[0.65,0.86] [0.66,0.86]
© Inv. of Frisch lab. elasticity (G(1.00,0.25) 0.95 0.94
[0.55,1.33] [0.59,1.34]
M -output elast. G(0.50,0.25 0.88 0.39
N OnEy-output elas (050, ) 0.29,1.51] [0.22,0.59]
Yo Money-nom. rate semielast. (G(0.20,0.15) 0.35 0.37
[0.02,0.86] [0.04,0.73]
do Portfolio adj. cost G(6.00,2.85) 3.20 —
[1.22,5.61]
Py Policy rate smoothing B(0.50,0.10) 0.44 0.40
[0.32,0.56] [0.27,0.52]
Py Policy resp. to output (G(0.15,0.05) 0.13 0.11
[0.08,0.18] [0.07,0.16]
O Policy resp. to inflation (G(1.50,0.25) 1.67 1.63
[1.38,1.96] [1.36,1.92]
Py Policy resp. to mon. growth (G(0.80,0.40) 0.10 -
[0.03,1.18]
Pu Preference shock pers. B(0.75,0.10) 0.74 0.75
[0.65,0.83] [0.66,0.84]
Pe Money dem. shock pers. B(0.75,0.10) 0.79 0.88
[0.71,0.88] [0.83,0.93]
0, Tech. shock pers. B(0.75,0.10) 0.71 0.72
[0.57,0.84] [0.59,0.84]
Oa Preference shock st. dev. IG(0.01,1.50) 0.0105 0.0104
[0.0062,0.0152] [0.0062,0.0153]
Oe Money dem. shock st. dev. 1G(0.01,1.50) 0.0175 0.0077
[0.0115,0.0250] [0.0049,0.085]
o Technology shock st. dev. IG(0.01,1.50) 0.0091 0.0081
[0.0050,0.0146] [0.0064,0.0131]
o Policy rate shock st. dev. I1G(0.01,1.50) 0.0020 0.0019
[0.0016,0.0024] [0.0016,0.0023]
Marg.Lik. 2615.1 2603.1

Table 3: Model Comparison: Full Sample Estimates - M2 Indicator. Sample:
1966:1-2007:11. ’Ratio of derivat. of hh’s util.”: Ratio of derivatives of household’s utility.
Priors: 'G’ stands for Gamma, 'N’ - Normal, 'B’ - Beta, 'IG’ - Inverse Gamma. The
computation of the Marginal Likelihoods are performed by employing the Modified
Harmonic Mean estimator proposed by Geweke (1998). The Table reports posterior
medians and the [5th,95th| posterior percentiles. The posterior summary statistics are
calculated from the output of the Metropolis algorithm. Details on estimation procedure
are given in the text.
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Param. De finition Prior(mean, std.) g;’i’i:’ofa/[”:c’;z Srmdard AR el
[5th, 95th] [5th, 95th]
(N Ratio of derivat. of hh’s util. ((0.80,010) 0.68 0.68
[0.58,0.79] [0.57,0.79]
(0 Money-output nonseparab. N(0.00,0.50) —0.05 -
[~0.13,0.02]
h Habit formation B(0.70,010) 0.88 0.86
[0.79,0.96] [0.77,0.95]
0 Price stickiness B(0.65,010) 0.66 0.66
[0.53,0.85] [0.55,0.78]
w Price indexation B(0.50,0.15) 0.74 0.76
[0.63,0.85] [0.67,0.86]
") Inv. of Frisch lab. elasticity G(1.00,0.25) 0.94 0.95
[0.55,1.31] [0.57,1.32]
M -output elast. G(0.50,0.25 0.58 0.26
N oney-output elas ( ’ ) [0.16,0.99] [0.12,0.39]
Yo Money-nom. rate semielast. (G(0.20,0.15) 0.26 0.13
[0.01,0.53] [0.00,0.26]
0o Portfolio adj. cost (G(6.00,2.85) 4.62 —
[2.04,7.20]
i i . 1 4 4
I Policy rate smoothing B(0.50,0.10) [0.9370(.35 g [0-9770% )
i . .15,0. 12 A1
Py Policy resp. to output (G(0.15,0.05) [0.(3870_17} [0.(3770.15}
Pr Policy resp. to inflation G(1.50,0.25) 1.64 1.63
[1.33,1.92] [1.33,1.88]
i . . . A4 1 —
Py Policy resp. to mon. growth (G(0.80,0.40) [0.847032 ;
Pa Preference shock pers. B(0.75,0.10) 0.73 0.74
[0.63,0.82] [0.65,0.83]
Pe Money dem. shock pers. B(0.75,0.10) 0.76 0.88
[0.67,0.85] [0.84,0.93]
0, Tech. shock pers. B(0.75,0.10) 0.71 0.72
[0.58,0.84] [0.59,0.84]
Oa Preference shock st. dev. IG(0.01,1.50) 0.0104 0.0108
[0.0057,0.0148] [0.0064,0.0152]
Oe Money dem. shock st. dev. I1G(0.01,1.50) 0.0195 0.0069
[0.0124,0.0265] [0.0062,0.076]
o Technology shock st. dev. 1G(0.01,1.50) 0.0092 0.0086
[0.0048,0.0139] [0.0045,0.0129]
o Policy rate shock st. dev. I1G(0.01,1.50) 0.0020 0.0019
[0.0021,0.0023] [0.0016,0.0022]
Marg.Lik. 2635.5 2620.4

Table 5: Model Comparison: Full Sample Estimates - Monetary Base Indi-
cator. Sample: 1966:1-2007:I1. 'Ratio of derivat. of hh’s util.”: Ratio of derivatives
of household’s utility. Priors: G’ stands for Gamma, 'N’ - Normal, 'B’ - Beta, 'IG’

- Inverse Gamma.

The computation of the Marginal Likelihoods are performed by

employing the Modified Harmonic Mean estimator proposed by Geweke (1998). The
Table reports posterior medians and the [5th,95th] posterior percentiles. The posterior
summary statistics are calculated from the output of the Metropolis algorithm. Details

on estimation procedure are given in the text.
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Variables in percentage deviations from their steady-state values

yy: Output, 7;: Inflation, 7: Nominal rate, m;: Real balances

Log-linearized equations of the model

~ _ _9¢ B¢ +é 1 =~ = _ B¢ S P
Ye = é1 +1¢2 Y1 é1 1+¢ 2Etyt+1 @1+ (Tt Etﬂ-t—H) ¢1+2>2 Etyt+2 T 7/)1(1—5h)2(¢1+¢2)(

15 (14Bh) Py Bh ~ ~ (1=Bhp,)(1=pg) =
~ G (=BR) (61 133) >Et(mt+1 €er1) + g erray L Meke = €v2) + Gam 640 Ot

=BT + T + Amcy
mey = (X + $2)0 — 61911 — B Eilra — %(mt — &)
+w11(pfﬁ/3h) Ey(Myy1 — €rq1) — ((15£§)Gt (14 x)z
(L+00(1+ By = 1Y — 72Tt + [12(T — 1) (hdy — ¢1) — ha]Ue—1 — [v2(F — 1) B8] B

+00imy—1 + [% + 505] Etmt+1 - %7@@5

+{1- -1 2245 +1] e
= pft -t (L= )Py + pae + puliy) + &5
Mt — M1 + 7y
Ct—pgét 1 e, ¢ €d{a,e 2} 8¢, ~ N(0,0c),§ € {a,e,2,1}

~

mt - et)

N

A~ o~~~
D O
~— — — —

\]

Compound parameters of the model

Py = Wlﬁzz_guﬂ—lf%(%)ﬁffﬁg{@‘FWU_ 0(1 — )]}_17

N=w{f+el -0 =B A= (1-0)01-p0)0 —w)& X =,

— —a - —1h —1)Bh>—Bh — c?
SZ 1_,'5(1}(&_)1) {9+W[1_9(1_6>]} 1’ - wi Bh 7¢2 (d]ll—ﬁh) ,60: — d

Calibrated parameters

£ =0.9925: discount factor; ¥ = 1.0138: gross-steady-state quarterly nominal interest rate;
1 — a = 2/3: labor income share; € = 6: goods’ elasticity of substitution;
¢ = 1: coefficient regulating the portfolio adjustment costs.

Table 2: Description of the DSGE Model with Money - Log-linearized Equa-
tions. Hatted variables identify log-deviations of variables from their steady-state val-
ues. The definitions of the structural parameters are given in Table 3.
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Param. Definition Prior(mean s14) oo Sab N st
[5th, 95th] [5th, 95th]
(N Ratio of derivat. of hh’s util. (G(0.80,010) 0.69 0.68
[0.58,0.80] [0.57,0.79]
),y Money-output nonseparab. N(0.00,0.50) [ 0069(?19] —
h Habit formation B(0.70,010) 0.86 0.88
[0.76,0.95] [0.78,0.96]
0 Price stickiness B(0.65,010) 0.66 0.67
[0.53,0.78] [0.54,0.79]
w Price indexation B(0.50,0.15) 0.76 0.77
[0.65,0.86] [0.66,0.86]
© Inv. of Frisch lab. elasticity (G(1.00,0.25) 0.95 0.94
[0.55,1.33] [0.59,1.34]
M -output elast. G(0.50,0.25 0.88 0.39
N OnEy-output elas (050, ) 0.29,1.51] [0.22,0.59]
Yo Money-nom. rate semielast. (G(0.20,0.15) 0.35 0.37
[0.02,0.86] [0.04,0.73]
do Portfolio adj. cost G(6.00,2.85) 3.20 —
[1.22,5.61]
Py Policy rate smoothing B(0.50,0.10) 0.44 0.40
[0.32,0.56] [0.27,0.52]
Py Policy resp. to output (G(0.15,0.05) 0.13 0.11
[0.08,0.18] [0.07,0.16]
O Policy resp. to inflation (G(1.50,0.25) 1.67 1.63
[1.38,1.96] [1.36,1.92]
Py Policy resp. to mon. growth (G(0.80,0.40) 0.10 -
[0.03,1.18]
Pu Preference shock pers. B(0.75,0.10) 0.74 0.75
[0.65,0.83] [0.66,0.84]
Pe Money dem. shock pers. B(0.75,0.10) 0.79 0.88
[0.71,0.88] [0.83,0.93]
0, Tech. shock pers. B(0.75,0.10) 0.71 0.72
[0.57,0.84] [0.59,0.84]
Oa Preference shock st. dev. IG(0.01,1.50) 0.0105 0.0104
[0.0062,0.0152] [0.0062,0.0153]
Oe Money dem. shock st. dev. 1G(0.01,1.50) 0.0175 0.0077
[0.0115,0.0250] [0.0049,0.085]
o Technology shock st. dev. IG(0.01,1.50) 0.0091 0.0081
[0.0050,0.0146] [0.0064,0.0131]
o Policy rate shock st. dev. I1G(0.01,1.50) 0.0020 0.0019
[0.0016,0.0024] [0.0016,0.0023]
Marg.Lik. 2615.1 2603.1

Table 3: Model Comparison: Full Sample Estimates - M2 Indicator. Sample:
1966:1-2007:11. ’Ratio of derivat. of hh’s util.”: Ratio of derivatives of household’s utility.
Priors: 'G’ stands for Gamma, 'N’ - Normal, 'B’ - Beta, 'IG’ - Inverse Gamma. The
computation of the Marginal Likelihoods are performed by employing the Modified
Harmonic Mean estimator proposed by Geweke (1998). The Table reports posterior
medians and the [5th,95th| posterior percentiles. The posterior summary statistics are
calculated from the output of the Metropolis algorithm. Details on estimation procedure
are given in the text.

33



")X9) 9} Ul USAIS oIR 9INPoo0Id UOIjeu)so Uo s[re1d(] wyjriosye sijodorisyy o) jo mndino oY) woij paje[noes
oIr so1ysTIR)S Arewriuns Iou)sod oy T, se[ruedtad totwisod [[1G6 G| o) pue suripew totw)sod syrodes o[qeT, o, “(S66T)
oxomor) Aq pesodoid Iojewir}se urS[\ OIUOULIRH PaYIPON oY) Surdojduwe Aq peuriopred ore SpOOYIEYI] [RUISIRIN oY} JO
uoryendwion oy, ewwRr) 9SISAU] - O], ‘®IdY - {, TeUWION - [N, ‘RUWWeL) I0J SpuUR)S ) :SIOLLJ ‘AN S Pployasnoy jo
SOATJRALIOP JO OIRY :, [N S, YU JO "JRALIOP JO OI)RY, J0IeIIPU] A - SMOPUIA\ Po3I9[es :uosiredwo) [OPOJA ¥ 9[qRL,

09°T80T 00°080T 7916 0T°9¢6 "y b
[0200°0°€T00°0) [0200°07100°0) [£200°0°9T00°0) [¢700°0°2200°0] .
LT00°0 LT00°0 6100°0 T€00°0 Aom.ﬁ S.EUN "AJD "38 JDOUS 9yl LT[0 ‘o
[£800°0%200°0) [9200°0°6200°0] [1£10°0‘7900°0] [£020°0‘7900°0] .
670070 L¥00°0 180070 €z100 (0S°T1°10°0)91 "A9p 38 poys AZ0[0uTpIT, ‘0
[650°0°0%00°0] [85T0°0'2900°0) [580°0°6700°0] [8410°0°9600°0] .
6¥700°0 90T0°0 22000 9¢T10°0 Sm.ﬂ S.SUN "A9D 38 JDOUS WP ASUOIN ’0
[T0T0°0°0%00°0] [£0T0°0°0%00°0] [£9T0°0'2900°0] [00T0°0'8€00°0] .
69000 69000 7010°0 99000 (0S'T1°T0°0)D1 "A9D ")S HOOUS 9oUdIdaI g "o
[€80°c5°0] [98°0°09°0] [88°0°65°0] [06°0°19°0] . -
0.0 .0 7.0 LL°0 Aoﬁo mm.ovm 's19d 3poys Yo, d
[26°0'8L°0] [160°0L°0] [76°0'18°0] [16°0°T2°0] . 5
¢80 08°0 180 1870 (01°0°cL0)g 's1od 3poys wep Louoy d
(88'0°69°0] [68°0°02°0] [¢8'0°€9°0] [06°0°€9°0] . »
6.0 080 GL0 9.0 Aoﬁo mm.ovm 's10d YD0YS 90USIOI] d
(L7°0'60°0] [¥6°0‘82°0] . o
- 920 - 19°0 (07°0°08°0)9 [)mo13 uowr 03 *dsax 10 d
[00°2'8T°1] oz 18°1] 08 T°21°1] [tecvetl . v
8G'T 91 YA 16T Amm.o om.i@ uorjegur 03 dsax Ad51[0] d
¥z 0°60°0] ¥z 0°01°0] [61°0°80°0] [9z°0°01°0] . p
91°0 LT0 e10 LT°0 (€0°0°¢T°0)O mndino oy ~dsax £o1[0g d
[89°0°¢7°0] [99°0°6€"0] [re0‘22°0] [z 092 0] . o
9¢°0 7460 0¥°0 6¢°0 Q:.o om.ovm suryjoowss ajer Ad1oq d
(26°207°T] [00°¢‘80°1] .
- 0% ¥ - 86T (682°009)D 1500 “[pe o1[0j310 09
[c2'0°T0°0] [25°0°00°0] [05°0'T0°0] [29°0'T0°0] .
eeo 120 120 620 (G1°0°02°0)D "JSR[OIWIDS dJRI "WOU-ADUOTN] L
(L9071 0] [6°07T1°0] [19°0%1°0] [€82°29°T] .
070 0S°0 8¢°0 02°C (62°0°05°0) “sefo ndino-£ouoly L
[62'1°e5°0] [8z'1'c50] [Le1'28°0] [e7'1°09°0] .
060 16°0 960 86°0 Amm.o oo.CU £yorse “qe[ YOS Jo AUf &
[6L°0°TF°0] [18°0°2F°0] [28°0°09°0] [89°0°61°0] .
19°0 290 cL0 170 (eT0'0¢0)g UOIeXoPUL 9L m
(£8°0°89°0] [98°0°09°0] [84°0°15°0] [L°0°15°0] .
6,0 7.0 G9°0 €9°0 88 m@.ovm SSOUINITIS SILI 0
[76°0'7L°0] [76°0'7L0] [16°0°09°0] [¥50'9z°0] .
G880 é80 9.0 0¥°0 (010°0L°0)g uorjeulio} jqey Y
[62°0°00°0] [08°0°9%°0]
- ero - 290 (0S°0°000)N ‘qeaedasuou ndmo-£ouoyy Ch
[98°029°0] [¥8°0'09°0] [¥8°0°09°0] [¥8°0'9¢°0] .
¢L0 ¢L'0 ¢L0 0.0 (010 ow.ovU TN S Uy JO "jeALISp JO OIjeY T
:s%%ﬁ%@%ﬁﬁo& :Sw%ﬁ%@%w&ﬁo& :Sw%ﬁ%@;%&ﬁ“mok zdﬁwﬁ%ﬂw@w‘mﬁo& ¢
ﬂoﬁos VMZ Uhﬁﬁgﬁum %@QOE Qu:b ~®~UOH>H MOUOQM MZ Uaﬁﬁﬁﬂﬁam %@EOE Qﬁg ﬁmﬂvOa& Amw%mu g@@Sv&Q@c&&‘ :QQ\Q.@:@.\.@Q S@t&@&.

AT:900GT-066 T

AT-C86T-T:9961

34



Param. De finition Prior(mean, std.) g;’i’i:’ofa/[”:c’;z Srmdard AR el
[5th, 95th] [5th, 95th]
(N Ratio of derivat. of hh’s util. ((0.80,010) 0.68 0.68
[0.58,0.79] [0.57,0.79]
(0 Money-output nonseparab. N(0.00,0.50) —0.05 -
[~0.13,0.02]
h Habit formation B(0.70,010) 0.88 0.86
[0.79,0.96] [0.77,0.95]
0 Price stickiness B(0.65,010) 0.66 0.66
[0.53,0.85] [0.55,0.78]
w Price indexation B(0.50,0.15) 0.74 0.76
[0.63,0.85] [0.67,0.86]
") Inv. of Frisch lab. elasticity G(1.00,0.25) 0.94 0.95
[0.55,1.31] [0.57,1.32]
M -output elast. G(0.50,0.25 0.58 0.26
N oney-output elas ( ’ ) [0.16,0.99] [0.12,0.39]
Yo Money-nom. rate semielast. (G(0.20,0.15) 0.26 0.13
[0.01,0.53] [0.00,0.26]
0o Portfolio adj. cost (G(6.00,2.85) 4.62 —
[2.04,7.20]
i i . 1 4 4
I Policy rate smoothing B(0.50,0.10) [0.9370(.35 g [0-9770% )
i . .15,0. 12 A1
Py Policy resp. to output (G(0.15,0.05) [0.(3870_17} [0.(3770.15}
Pr Policy resp. to inflation G(1.50,0.25) 1.64 1.63
[1.33,1.92] [1.33,1.88]
i . . . A4 1 —
Py Policy resp. to mon. growth (G(0.80,0.40) [0.847032 ;
Pa Preference shock pers. B(0.75,0.10) 0.73 0.74
[0.63,0.82] [0.65,0.83]
Pe Money dem. shock pers. B(0.75,0.10) 0.76 0.88
[0.67,0.85] [0.84,0.93]
0, Tech. shock pers. B(0.75,0.10) 0.71 0.72
[0.58,0.84] [0.59,0.84]
Oa Preference shock st. dev. IG(0.01,1.50) 0.0104 0.0108
[0.0057,0.0148] [0.0064,0.0152]
Oe Money dem. shock st. dev. I1G(0.01,1.50) 0.0195 0.0069
[0.0124,0.0265] [0.0062,0.076]
o Technology shock st. dev. 1G(0.01,1.50) 0.0092 0.0086
[0.0048,0.0139] [0.0045,0.0129]
o Policy rate shock st. dev. I1G(0.01,1.50) 0.0020 0.0019
[0.0021,0.0023] [0.0016,0.0022]
Marg.Lik. 2635.5 2620.4

Table 5: Model Comparison: Full Sample Estimates - Monetary Base Indi-
cator. Sample: 1966:1-2007:I1. 'Ratio of derivat. of hh’s util.”: Ratio of derivatives
of household’s utility. Priors: G’ stands for Gamma, 'N’ - Normal, 'B’ - Beta, 'IG’

- Inverse Gamma.

The computation of the Marginal Likelihoods are performed by

employing the Modified Harmonic Mean estimator proposed by Geweke (1998). The
Table reports posterior medians and the [5th,95th] posterior percentiles. The posterior
summary statistics are calculated from the output of the Metropolis algorithm. Details

on estimation procedure are given in the text.
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Figure 1: Evolution of Structural Parameters over Time - M2 Aggregate.
Structural parameters of the DSGE model with money presented in the text. Definitions
of the structural parameters given in Table 3. Solid line: Posterior median. Dotted
lines: 5th and 95th posterior percentiles. Evolution of the parameters constructed by
employing seven rolling windows of 16-year constant length. Windows: [1966:1-1982:1V,
1970:1-1986:1V, ..., 1990:1-2006:1V].
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Figure 2: Evolution of Structural Parameters over Time: Model Comparison
- M2 Aggregate. Structural parameters of the DSGE model with money and the
standard NK model presented in the text. Definitions of the structural parameters given
in Table 3. Solid line: Model with money, posterior medians. Dotted lines: Model with
money, 5th and 95th posterior percentiles. Solid line with diamonds: Standard new-
Keynesian model (no relevant role for money), posterior medians. Evolution of the
parameters constructed by employing seven rolling windows of 16-year constant length.
Windows: [1966:1-1982:1V, 1970:1-1986:1V, ..., 1990:1-2006:1V].
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Figure 3: Responses to Shocks: 1966:1-1982:IV - M2 Aggregate. Impulse re-
sponses to normalized shocks. Shocks’ standard deviations normalized to unity. Shocks
of each structural DSGE model assumed to be orthogonal.
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Figure 5: Actual and Population Standard Deviations - M2 Indicator. Actual
data: (Window-specific) standard deviations of the observables employed in the esti-
mation of the business cycle models. Population Standard Deviations: Computed by
calibrating our models with their estimated posterior medians. Model with money and
Standard NK model allow for drifts in parameters. Fixed-coefficient model with money:
Model estimated over the sample 1966:1-2006:1V.
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Figure 6: Evolution of Structural Parameters over Time - Monetary Base
Aggregate. Structural parameters of the DSGE model with money presented in the
text. Definitions of the structural parameters given in Table 3. Solid line: Posterior
median. Dotted line: 5th and 95th posterior percentiles. Evolution of the parameters
constructed by employing seven rolling windows of 16-year constant length. Windows:
[1966:1-1982:1V, 1970:1-1986:1V, ..., 1990:1-2006:1V].

41



2 08 1
____--—‘—----
AN 06 09
’ -~ ~~---. ~ )
4 ~o D 0.8 'l‘
1 ~_—— 04 . N

> 0 == Model with money - post. medians
05 b 0'2W 06 |= = Modelwith morey-5h, 95t post. pe.
- -t L. \ ~ J =4 Standard NK model - post. medians

N WS me e o wn o wm o wm owm OE 9

6-82 70-86 7490 78-94 82-98 86-02 90-Of 66-82 7086 74-90 7894 8298 86-02 90-06

Ko
S

6-82 70-86 7490 7894 82-98 86-02 90-06

S

p - y . a
25 0.2 7= 0.0:
4
I R 0.2-.__----_.
2- - - -
0.15
) 4
154
01 P
hm e === ===y I e
1 0.05 0
66-82 70-86 7490 78-94 82-98 86-02 90-06 66-82 70-86 7490 7894 82-98 86-02 90-06 66-82 70-86 74-90 78-94 82-98 86-02 90-06
S S 3 S
e z X 10 r
0.04 0.03
0.03 Pl
’

W0 @ m == ===2 '
=

0 0 1
66-82 70-86 74-90 78-94 8298 86-02 90-06 66-82 70-86 74-90 78-94 82198 86-02 90-06 66-82 70-86 7490 78-94 82498 86-02 90-06

Figure 7: Evolution of Structural Parameters over Time: Model Compari-
son - Monetary Base Aggregate. Structural parameters of the DSGE model with
money and the standard NK model presented in the text. Definitions of the structural
parameters given in Table 3. Solid line: Model with money, posterior medians. Dotted
lines: Model with money, 5th and 95th posterior percentiles. Solid line with diamonds:
Standard new-Keynesian model (no relevant role for money), posterior medians. Evo-
lution of the parameters constructed by employing seven rolling windows of 16-year
constant length. Windows: [1966:1-1982:1V, 1970:1-1986:1V, ..., 1990:1-2006:1V].
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Figure 8: Actual and Population Standard Deviations - Monetary Base Ag-
gregate. Actual data: (Window-specific) standard deviations of the observables em-
ployed in the estimation of the business cycle models. Model with money and Standard
NK model allow for drifts in parameters. Fixed-coefficient model with money: Model
estimated over the sample 1966:1-2006:1V. Population standard deviations computed by
calibrating our models with the estimated posterior medians.
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Additional results: Estimation of our DSGE model
with multiple monetary indicators - not for publica-
tion

The joint employment of different indicators in macroeconometric applications regard-
ing DSGE frameworks has recently been proposed by Canova and Ferroni (2011). The
idea is to exploit the information content of different indicators to obtain sharper econo-
metric estimates. Inspired by Canova and Ferroni’s proposal, we manipulate the set
of measurement equations involving money to allow, but not necessarily require, each
monetary aggregate to influence the likelihood of the DSGE model at hand. Such

measurement equations take this form:

~ MOQobs ~ MOobs
my = A Moy + n y
~ M20bs ~ M20bs
my = A M2y + n y

where 7, is the model-consistent, theoretical monetary aggregate, m%? is its MO-

based empirical counterpart whose weight is Ayzo, Mm2°% is the M2-based empirical
counterpart whose weight is Ay, and nM%% and nM2°** are idiosyncratic, mutually

and serially uncorrelated measurement errors. As in Canova and Ferroni (2011), we
normalize one weight to reduce the number of parameters to estimate (in our case, we
set Ao = 1) and estimate the model endowed with both M0 and M2 as observables.
Therefore, the estimated relative weight A\y/2 (as well as the idiosyncratic measurement
errors) provides an assessment on the information content carried by M2. Given the
presence of MO0, if M2 did not provide any valuable extra information as for the structural
relationships of our DSGE model, the data would locate the posterior mean of Ay
around zero. Then, we interpret this exercise as an attempt to quantify the relevance

of the information carried by the M2 multiplier.



We assume Ap2 ~ N(0,1), ie., a Normally-distributed density centered in zero
and with a variance large enough to let the data speak freely as for M2’s role. In
terms of measurement errors, we stick to our baseline choice and assume them to be
InverseGamma(0.01,1.5) distributed. Given that M2 is a broad monetary aggregate
embedding the information coming from MO, one should expect the estimated posterior
mean of the parameter \y;5 to move away from the zero value if and only if the M2
money multiplier carries relevant information as for the relationships modeled via the
structural DSGE model we focus on. To be clear, this exercise aims at assessing which
monetary indicator(s) one should use when conducting empirical exercises with small-
scale models like ours. This is a different question with respect to the main question of
the paper, which regards the role of money in the U.S. business cycle.

Our results are the following. We find the posterior mean of the estimated relative
weight A\ps2 to be positive in all windows, with the zero value never contained in any of
the 90% credible sets. The mean value of the posterior means of ;o across windows
reads 0.70. Interestingly, the measurement error associated to M2 features a lower es-
timated volatility than the one associated to MO in almost all windows. Importantly,
the model estimated with both monetary indicators returns estimates of our structural
parameters very similar to those obtained with M2 only, and clearly different with re-
spect to those obtained with MO only. Therefore, our results support M2 as a monetary
indicator carrying relevant information to describe the theoretical concept of money
defined in the structural model and its interactions with the remaining macroeconomic

aggregates.
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Figure Al: Evolution of Structural Parameters over Time - Multiple Mon-
etary Aggregates. Model estimated with two monetary aggregates jointly, i.e., MO
and M2. The relative weight of M2 was estimated along with the rest of the model.
Structural parameters of the DSGE model with money presented in the text. Defini-
tions of the structural parameters given in Table 3. Solid line: Posterior median. Dotted
lines: 5th and 95th posterior percentiles. Evolution of the parameters constructed by
employing seven rolling windows of 16-year constant length. Windows: [1966:1-1982:1V,
1970:1-1986:1V, ..., 1990:1-2006:1V].
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WZTLdOU) Posteri)\ojv\”li\/[edian Poste;'?);"M]\(}edian Postegz;“M]\i[edian
[5th, 95th] [5th, 95th] [5th, 95th]
1966:1-1982:1V 0.42 0.0094 0.0021
[0.36,0.48] [0.0079,0.0109] [0.0015,0.0028]
1970:1-1986:1V 0.46 0.0109 0.0026
[0.39,0.53] [0.0092,0.0127] [0.0019,0.0033]
1974:1-1990:1V 0.60 0.0112 0.0036
[0.49,0.70] [0.0094,0.0132] [0.0023,0.0051]
1978:1-1994:1V 1.70 0.0063 0.0125
[1.36,2.01] [0.0018,0.0149] [0.0024,0.0260]
1982:1-1998:1V 0.58 0.0183 0.0029
[0.42,0.76] [0.0157,0.0212] [0.0020,0.0041]
1986:1-2002:1V 0.58 0.0201 0.0024
[0.41,0.76] [0.0171,0.0213] [0.0017,0.0032]
1990:1-2006:1V 0.59 0.0191 0.0023
[0.41,0.75] [0.0165,0.0220] [0.0017,0.0030]

Table Al: Multiple Monetary Aggregates - Estimated Relative Weight of
the M2 indicator. Model estimated with MO and M2 jointly. Relative Weight of
the M2 indicator: Normally distributed prior featuring zero mean and unitary standard
deviation. Measurement errors: Inverse Gamma distributed prior featuring 0.01 mean
and 1.5 standard deviation. The Table reports posterior medians and the [5th,95th]
posterior percentiles. The posterior summary statistics are calculated from the output
of the Metropolis algorithm. Details on estimation procedure are given in the text.
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